Improving the performance of remote sensing models for capturing intra- and inter-annual variations in daily GPP: An analysis using global FLUXNET tower data
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A B S T R A C T

Accurate and reliable estimates of gross primary productivity (GPP) are required for monitoring the global carbon cycle at different spatial and temporal scales. Because GPP displays high spatial and temporal variation, remote sensing plays a major role in producing gridded estimates of GPP across spatiotemporal scales. In this context, understanding the strengths and weaknesses of remote sensing-based models of GPP and improving their performance is a key contemporary scientific activity. We used measurements from 157 research sites (~470 site-years) in the FLUXNET “La Thüile” data and compared the skills of 11 different remote sensing models in capturing intra- and inter-annual variations in daily GPP in seven different biomes. Results show that the models were able to capture significant intra-annual variation in GPP (Index of Agreement = 0.4–0.80) in all biomes. However, the models’ ability to track inter-annual variation in daily GPP was significantly weaker (IOA < 0.45). We examined whether the inclusion of different mechanisms that are missing in the models could improve their predictive power. The mechanisms included the effect of sub-daily variation in environmental variables on daily GPP, factoring-in differential rates of GPP conversion efficiency for direct and diffuse incident radiation, lagged effects of environmental variables, better representation of soil-moisture dynamics, and allowing spatial variation in model parameters. Our analyses suggest that the next generation remote sensing models need better representation of soil-moisture, but other mechanisms that have been found to influence GPP in site-level studies may not have significant bearing on model performance at continental and global scales. Understanding
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the relative controls of biotic vis-a-vis abiotic factors on GPP and accurately scaling up leaf level processes to the ecosystem scale are likely to be important for recognizing the limitations of remote sensing model and improving their formulation.
as among plant functional types (PFT) (Groenendijk et al., 2011) and efforts are being made to spatialize parameters of remote sensing models (Horn and Schulz, 2011; Madani et al., 2014).

2. Materials and methods

2.1. Data from FLUXNET

The FLUXNET ‘La Thuile’ data contains eddy-covariance measurements of net ecosystem CO₂ exchange (NEE) from more than 250 sites worldwide (~950 site-years). Ecosystem respiration is modeled by a temperature response function (Reichstein et al., 2005) and then subtracted from measured NEE. The temperature response function is locally calibrated using only nighttime data and it is assumed that the calibrated relationship applies during the daytime. Best methods for modeling respiration are a source of ongoing debate among the FLUXNET community. At present, however, the “La Thuile” dataset provides the best available global record for a study like ours. To reduce the probability of using poor quality data, following Richardson et al. (2010), we identified a subset of 157 sites with a total 466 site-years of data (Fig. 1: Table S1) where for each site-year two conditions were met: more than 95% of the days had daily GPP data, and the mean daily quality flag was greater than 0.75 (on a scale from 0 to 1). For each of these site-years, we extracted 30-minute and daily GPP, air temperature, VPD, PAR and their quality-flags. Of the total 157 sites, 21 are crop-lands (CRO), 10 are shrublands (SH), 25 are deciduous broadleaf forests, 16 are evergreen broadleaf forests (EBF), 49 are evergreen needleleaf forests (ENF), 29 are grasslands (GRA), and 7 are savannas (SAV). CH included both open and closed shrublands and SAV included woody savannas and savannas.

2.2. MODIS data

MODIS land products are available at 250, 500, and 1000-m spatial resolution (Justice et al., 2002). For this work we used the fraction of absorbed photosynthetically active radiation (FPAR; Myneni et al., 2002), and day and night land surface temperature products (LST; Wan et al., 2002), which are available at 8-day time steps and 1000-m spatial resolution. We also used nadir bidirectional reflectance distribution function (BRDF) adjusted surface reflectances (and associated quality flags) at 8-day temporal and 500-m spatial resolution (Schaaf et al., 2002) and computed the normalized difference vegetation index (NDVI), enhanced vegetation index (EVI) and land surface water index (LSWI) from these data. In addition, we obtained land cover and phenology at 500-m spatial resolution from the MODIS Land Cover Type (Friedl et al., 2010) and Land Cover Dynamics Products (Zhang et al., 2003; Ganguly et al., 2010), and the 8-day MODIS GPP product (MOD17) at 1000-m spatial resolution (Running et al., 2004). We obtained all the MODIS data from Land Processes Distributed Active Archive Center (LP DAAC) of the Oak Ridge National Laboratory (ORNL).

To screen for low quality data, we used quality flags and removed the cases identified as having low reliability. For example, in BRDF corrected reflectance, we used quality assurance information from the MCD43A2 product and removed reflectance values where the BRDF inversion was performed with fewer than 7 total observations. Similarly, for the MODIS FPAR data, we removed values produced using the backup algorithm. The gaps created due to the removal of poor quality data were filled using locally weighted regression.

2.3. Remote sensing models of GPP

We evaluated 11 different remote sensing-based models in this study (Table 1). The simplest one was the EVI-Linear model, which uses 8-day EVI as the only predictor of GPP in a two-parameter linear model (Schubert et al., 2012; Hashimoto et al., 2012). This model functions as the “null model” in our study. The remaining models become progressively more complex by including additional components or nonlinear relationships, or both (Table 1). The MOD17 (Running et al., 2004) and VPRM (Mahadevan et al., 2008) models follow the LUE approach. To address the issue of errors in upstream meteorological data we calibrated the MOD17 algorithm using meteorological data and GPP from towers (hereafter referred to as MOD17-Tower). For the neural network model we used the feed-forward approach with linear transfer function since it is the most effective model to approximate continuous function in static situations. We experimented with the parameters, such as the number of layers, neurons, and transfer function, of the neural network architecture and finally used a single hidden layer with 10 neurons, as it provided an optimum balance between the accuracy of prediction and the complexity of the model. The neural network model uses the same biotic and abiotic inputs as the MOD17-Tower model, but combines them in a flexible, nonlinear form.

For the first nine models listed in Table 1, we followed the approach used in previous studies (Heinisch et al., 2006; Sims et al., 2008; Xiao et al., 2010) and averaged 500- and 1000-m MODIS data over 7-by-7 and 3-by-3 pixel windows centered on tower locations, respectively. Studies comparing MODIS-based estimates with field data prefer using a window centered over field locations because averaging over many pixels reduces the effects of geo-location error, random noise, and error due to gridding (Wolfe et al., 2002; Tan et al., 2006). However, for many sites the area covered by the 7-by-7 pixels of 500-m and 3-by-3 of 1000-m is likely to be more than the typical footprint of flux towers, causing a potential mismatch between modeled and tower-derived GPP, especially at heterogeneous sites. To address this possibility we took two steps. First, we calibrated MOD17 with 500-m EVI and 1000-m FPAR using only the pixel co-located with flux towers and included these two models in our analyses. We refer to these two models as MOD17-Tower500m and MOD17-Tower1km (Table 1). Second, for all the remaining 9 models that used MODIS data in 7-by-7 (500-m) or 3-by-3 (1000-m) windows, we calculated biome-level performance by weighing each site with a site heterogeneity index, giving more weight to homogeneous sites (see Section 2.4).

2.4. Model calibration

MOD17 GPP data were downloaded from the Oak Ridge National Laboratory Distributed Active Archive Center, and we followed the approach described by Sims et al. (2008) to estimate GPP from the TG model. These two models were, therefore, not calibrated to tower-derived GPP data. The remaining 9 models were calibrated at daily time scale to tower-derived GPP using tower meteorology and MODIS data. Table 1 lists parameters in each model that were calibrated to tower-derived GPP. Biome specific parameters for each of the 11 models were estimated by minimizing a standard cost function. For example, in the case of the VPRM model, we calibrated two parameters, maximum light use efficiency and half-saturation point (Mahadevan et al., 2008), in each biome. We identified the realistic range of each of the two parameters, randomly sampled the parameters space 1000 times to prescribe the initial value of the parameter vector, and minimized a standard cost function using trust-region method for nonlinear optimization (MATLAB, 2012a, Optimization Toolbox, Mathworks.com). From the 1000 runs, we finally chose the parameter values that resulted in minimum discrepancy between predicted and tower-derived GPP. The same procedure was followed to calibrate parameters in each model.

We used the leave-one-site-out cross-validation method to evaluate the models. This method allows efficient and objective use of available data and enables independent calibration and
evaluation of a data. Thus, in a biome with a total of \( n \) sites, we successively used \( n - 1 \) sites to calibrate model parameters and employed these parameters to predict GPP at the left-out \( n \)th site.

Note that the official MOD17 is the only model that estimates GPP using coarse scale (0.5° or more) gridded data of PAR, air temperature, and VPD. Other models that used one or more meteorological variables were calibrated using fine resolution PAR, temperature, and VPD data from the “La Thuile” dataset. The MOD17 model provides GPP estimates as 8-day average values. Following Sims et al. (2008) we estimated the TG model at an 8-day time step. Apart from these two models, GPP from the rest of the models was estimated at a daily time step. We interpolated smoothly varying 8-day variables such as EVI and FPAR following the methods suggested by the original developer of each model. For example, to interpolate EVI to daily time scale in the VPRM model we followed the procedure from Mahadevan et al. (2008). Where this information was not provided, we first used a median filter to remove unrealistic spikes and then used locally weighted regression to smooth the data. To maintain consistency, we averaged daily GPP estimates to 8-day average before conducting all the analyses described in Section 2.5.1.

2.5. Statistical analyses

2.5.1. Inter-comparison of models

2.5.1.1. Intra-annual variations in daily GPP. To examine how well each of the 11 models captured intra-annual variation for each site-year, we assessed the agreement between daily modeled and tower-derived GPP. Model performance should be judged against the uncertainty in reference data (Keenan et al., 2012). Uncertainty in instantaneous GPP can be of the same order as the measurements. However, when instantaneous GPP is summed over a coarser temporal resolution the random noise in instantaneous measurements cancels and uncertainty decreases. At a daily time scale uncertainty (one standard deviation) in tower-derived GPP is typically assumed to be 15–20% of the measurements (Falge et al., 2002; Hagen et al., 2006). In this study, we conducted all the analyses at an 8-day time scale and assumed that uncertainty (±σ, where

Table 1
Remote sensing-based models of GPP examined in the study.

<table>
<thead>
<tr>
<th>Model</th>
<th>Input data</th>
<th>Method to estimate GPP</th>
<th>Calibrated parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>EVI-Linear</td>
<td>EVI</td>
<td>( GPP = a + b \times \text{EVI} )</td>
<td>Two parameters at biome level</td>
<td>Schubert et al. (2012)</td>
</tr>
<tr>
<td>EVI-NonLinear</td>
<td>Same as above</td>
<td>( GPP = a \times \text{EVI} = \text{EVP} )</td>
<td>Same as above</td>
<td>Model introduced in this study</td>
</tr>
<tr>
<td>PAR-EVI</td>
<td>EVI and PAR</td>
<td>( GPP = a + b \times (\text{PAR} \times \text{EVI}) )</td>
<td>Same as above</td>
<td>Wu et al. (2011)</td>
</tr>
<tr>
<td>PAR-FPAR</td>
<td>FPAR and PAR</td>
<td>( GPP = a + b \times (\text{PAR} \times \text{FPAR}) )</td>
<td>Same as above</td>
<td>Model introduced in this study</td>
</tr>
<tr>
<td>TG</td>
<td>EVI, day and night land surface temperature</td>
<td>( GPP = m \times \text{scaledLST} \times \text{scaledEVI} ) ((m'\text{to the equation above is linearly related with annual night time LST}))</td>
<td>Two parameters that relate ‘m’ to nighttime LST. Parameters values are different for deciduous and evergreen biomes</td>
<td>Sims et al. (2008)</td>
</tr>
<tr>
<td>VPRM</td>
<td>EVI, LSWI, PAR, air temperature</td>
<td>( GPP = \varepsilon \times \text{Trscale} \times \text{Pscale} \times \text{Wscale} \times \text{EVI} ) ((\varepsilon \text{at biome level}))</td>
<td>Two parameters ( \varepsilon ) and ( \text{PAR}_b ) at biome level</td>
<td>Xiao et al. (2004); Mahadevan et al. (2008)</td>
</tr>
<tr>
<td>MOD17</td>
<td>FPAR, PAR, VPD and air temperature</td>
<td>( GPP = \varepsilon \times \text{Tscale} \times \text{Pscale} \times \text{Wscale} \times \text{EVI} ) ((\varepsilon \text{at biome level}))</td>
<td>Five parameters including ( \varepsilon ) at biome level</td>
<td>Running et al. (2004)</td>
</tr>
<tr>
<td>MOD17-Tower</td>
<td>Same as MOD17, but high quality PAR, VPD, and air temperature from tower measurements</td>
<td>( GPP = \varepsilon \times \text{Tscale} \times \text{Pscale} \times \text{Wscale} \times \text{EVI} ) ((\varepsilon \text{at biome level}))</td>
<td>Same as above</td>
<td>Heinsch et al. (2006)</td>
</tr>
<tr>
<td>MOD17-Tower500m</td>
<td>Same as MOD17, but EVI only from the pixel collocated with tower</td>
<td>( GPP = \varepsilon \times \text{Tscale} \times \text{Pscale} \times \text{Wscale} \times \text{EVI} ) ((\varepsilon \text{at biome level}))</td>
<td>Same as above</td>
<td>Variation of MOD17 introduced in the model-mix to examine the effect of land surface heterogeneity</td>
</tr>
<tr>
<td>MOD17-Tower100m</td>
<td>Same as MOD17, but EVI only from the pixel collocated with tower</td>
<td>( GPP = \varepsilon \times \text{Tscale} \times \text{Pscale} \times \text{Wscale} \times \text{EVI} ) ((\varepsilon \text{at biome level}))</td>
<td>Same as above</td>
<td>Same as above</td>
</tr>
<tr>
<td>Neural Network</td>
<td>FPAR, PAR, VPD and air temperature</td>
<td>Feed forward neural network architecture</td>
<td>Weights of the network at biome level</td>
<td>Similar to Xiao et al. (2010)</td>
</tr>
</tbody>
</table>
σ denotes standard deviation) in mean 8-day tower-derived GPP is ±10% of the measurements. Then, using the approach described by Harmel and Smith (2007) we calculated the deviation between paired modeled and tower-derived GPP following Eq. (1) below.

$$\epsilon_i = \frac{c_i}{0.5} (O_i - P_i)$$

(1)

where \(\epsilon_i\), \(c_i\), \(O_i\), and \(P_i\) are the deviation between tower-derived and modeled GPP, a correction factor, tower-derived GPP, and modeled GPP, respectively, for the ith pair. For the two boundary cases when the modeled GPP value is more than 3.99σ away or is equal to the tower-derived GPP, the correction factor \((c_i)\) is 0.5 and zero respectively. When predicted GPP lies between tower-derived GPP and ±3.99σ, the correction factor is \(c_i = p_i < Z < p_i\) and is calculated as the area under a normal curve bounded by \(O_i\) and \(P_i\), where \(O_i\) is the mean of the distribution (see Fig. 2 in Harmel and Smith (2007)).

Using Eq. (1) we calculated Willmott’s index of agreement (IoAm,s; Willmott, 1981) and the root mean square error (RMSEM,s) between daily modeled and tower-derived GPP for each model m and site s (see Figure S1 and Eq. (A.1) and (A.2) in Appendix A).

Next, taking the IoAm,s and RMSEM,s as variables distributed over space, we calculated the biome specific across-site weighted mean and standard error for each of the two metrics for every model ‘m’ and biome b.

$$k_{m,b} = \sum_{j=1}^{n} w_j k_{m,j}$$

(2)

Here, \(j\) is one of the two performance metrics (IoA or RMSE), \(n\) is the number of sites in biome \(b\), and \(w_j\) is the weight for site heterogeneity and \(k\) is the value of the metric for site \(j\).

To account for site heterogeneity, we estimated a simple site homogeneity index \((w_j^2)\) at each site \(s\) using 500-m MODIS land cover data (Friedl et al., 2010).

$$w_j^2 = \left( \frac{\text{no. of pixels with land cover class similar to tower pixel at site } s}{\text{total number of pixels in window (= 49) }} \right)^2$$

(3)

Note that by squaring the fraction we provide non-linearly higher weight to more homogeneous sites and lower weight to heterogeneous sites.

2.5.1.2. Inter-annual variations in daily GPP. To analyze inter-annual variability in daily GPP we first excluded all sites that had only one year of GPP data. For each of the remaining sites we then calculated anomalies in modeled and tower-derived daily GPP for every year. Thus, for a site with \(y\) years of data, we first calculated mean GPP by averaging over all the years then calculated daily anomalies by subtracting this average from the GPP for each site year (Figure S1). We then compared anomalies in daily GPP from models with corresponding anomalies from tower measurements for each site-year (Figure S1).

As described in Section 2.5.1.1, we first calculated IoAm, and RMSEM,y between modeled and tower anomalies in GPP for each site year \(y\) for every model \(m\). Because anomalies were obtained via a simple linear operation from daily GPP, we assumed that the relative magnitude of uncertainty in anomalies is the same (±10%) as in daily GPP. Next, we calculated the biome specific across-site weighted mean and standard error for each of the two metrics for every model \(m\) in a biome \(b\).

We again weighted each site for site heterogeneity, but also included weights for our confidence in anomalies of tower-derived GPP. The weight for site heterogeneity was calculated as described in the previous section. For estimating our confidence in the accuracy of anomalies in tower-derived GPP, we calculated an index as follows.

$$w^2_{t,s,b} = \left( \frac{\text{mean anomaly in tower GPP at sites in year in biome } b}{\text{maximum mean anomaly in biome } b} \right)^2$$

(4)

Thus, site-years with large anomalies were given more weight. Note that we square the fraction and thus assign higher weight to site-years with large anomalies.

2.5.2. Analyses of missing mechanisms

After comparing the eleven remote sensing models of GPP, we examined the potential of five different mechanisms articulated in Introduction for improving model performance in intra- and inter-annual analysis. To do this, we chose the best performing model from the analyses described above, Section 2.5.1, included each of the mechanisms postulated in Introduction in the model one-by-one, and analyzed the improvement in model performance. We specifically focused on DBF and grasslands where the seasonal reflectance signal is likely to be most tightly coupled to photosynthesis, and where remote sensing signals are expected to be more reliable. This allowed us to reduce the possibility of errors due to inaccuracies in remotely sensed phenology and uncoupling of leaf area and photosynthesis.

3. Results

We divide our results into two main sections. First, (Section 3.1) we present results from the inter-comparison of 11 models in intra- and inter-annual analysis. Next (Section 3.2), we share results about the effect of including the five mechanisms, described in the Introduction, on model performance in intra- and inter-annual analysis.

3.1. Agreement between predicted and tower-derived GPP

3.1.1. Intra-annual variation

Fig. 2 shows the values of IoA and RMSE for the models in the 7 biomes (see Figure S2 for pooled data from all the biomes). Collectively, the models had the weakest agreement with tower-derived GPP in EBF (IoA = 0.4) and the strongest agreement in DBF (IoA = 0.8). In terms of RMSE, the models had the lowest value in CSH and the highest in CRO (Fig. 2). Part of the difference between CSH and other biomes in terms of RMSE was because of the low mean GPP in CSH. However, for all most all the models, the RMSE in CRO was nearly twice that of RMSE in biomes such as DBF and GRA where the mean magnitude of daily GPP is similar to that in CRO.

In EBF, mean IoA varied from 0.35 (EVI-Linear) to 0.42 (neural network). The MOD17 model had the highest RMSE, but overall the difference amongst models was small or insignificant in terms of both IoA and RMSE. In CRO too, there was little inter-model difference in both the metrics (IoA = 0.6; RMSE = 3.6 g C m⁻² day⁻¹), although the MOD17 model displayed anomalously high RMSE here too. Similarly, in SAV all the models had nearly the same mean IoA (≈0.6) and RMSE (≈1.7 g C⁻² day⁻¹). Thus, in CRO and SAV, collectively the models performed better than in EBF, but the difference amongst the models was insignificant.

In the remaining four biomes, the difference amongst models was noticeable. In CSH, the neural network model had the highest IoA (≈0.72) and the lowest RMSE (≈0.3 g C m⁻² day⁻¹). The mean performance of the neural network model across sites was tightly constrained and showed relatively small variation (see uncertainty bars around mean IoA and RMSE in Fig. 2). In GRA, ENF, and DBF the more complex models (e.g. TG, VPRM, neural network, and MOD17-Tower) performed better than the simple models. These models showed strong agreement with tower-derived GPP with high IoA (≈0.8) and relatively lower RMSE, and showed little differences amongst themselves (also see Figures S2 and S3).

There were insignificant differences between models calibrated with data from single pixel collocated with towers (MOD17-Tower500m and MOD17-Tower1km) and the models (e.g.
Fig. 2. Index of Agreement and root mean square error (RMSE) between daily GPP estimated from the nine models and derived from FLUXNET measurements. CSH, CRO, DBF, EBF, ENF, GRA, and SAV are shrublands, croplands, deciduous broadleaf, evergreen broadleaf, evergreen needle leaf forest, grasslands, and savanna, respectively.

Fig. 3. Index of Agreement and root mean square error (RMSE) between anomalies in daily GPP estimated from the nine models and derived from FLUXNET measurements. CSH, CRO, DBF, EBF, ENF, GRA, and SAV are shrublands, croplands, deciduous broadleaf, evergreen broadleaf, evergreen needleleaf forest, grasslands, and savanna, respectively.
MOD17-Tower and VPRM) calibrated with data from 3-by-3 or 7-by-7 window centered on towers (results not shown).

3.1.2. Inter-annual variation

In contrast to their strong performance in capturing intra-annual variations in daily GPP, the models showed little skill (IoA<0.5) in tracking inter-annual anomalies in daily GPP in all biomes (Fig. 3; Figure S3). There were a few site years in different biomes (e.g., in DBF) where model anomalies correlated well (IoA>0.65) with tower anomalies, but overall, mean IoA values at the biome level were low. RMSE's in all biomes, (0.4–2.5 gC m⁻² day⁻¹) were high and were comparable in magnitude with those observed in the intra-annual analysis, despite the fact that inter-annual variations in GPP are an order of magnitude smaller than intra-annual variations. We also found an insignificant difference in performance between the simplest model (EVI-Linear) and the more complex models except in GRA where more complex models had higher IoA.

There were insignificant differences between the two models calibrated using data from single pixels and the ones that used remote sensing data averaged over 3-by-3 or 7-by-7 window centered on tower locations (results now shown).

3.2. Examination of different hypotheses

The results above (in Section 3.1) showed that the TG, VPRM, MOD17-Tower and neural network model performed better than the other models. Of these four models, the structure of the VPRM, MOD17-Tower, and neural network can be easily modified to examine the additional predictive power of the five mechanisms identified in Introduction. Although, the value of the IoA for the VPRM model was a bit less than the other two models in GRA, based on goodness of fit and parsimony (Johnson and Omland, 2004) and the overall performance (Figures S2 and S3) we chose the VPRM model (with only 2 tunable biome specific parameters relative to 5 in the MOD17-Tower and an order of magnitude more in the neural network model; Table 1) to examine each of the hypotheses postulated in the Introduction for both intra- and inter-annual analysis. Our approach was to introduce each of the five modifications in the model one by one and assess if it resulted in better agreement with tower-derived GPP relative to the original VPRM model used in Section 3.1 (referred to as VPRM-daily). Since the number of observations used to assess model performance across the five different modifications was different, we used $R^2$ in this part of the analyses to assess improvement in model performance.

3.2.1. Model Calibration at 30-minute time scale

Model calibration at 30-minute time steps did not lead to better agreement between daily predicted and tower-derived GPP along intra-annual variation in DBF or GRA (Fig. 4). In DBF, $R^2$ increased by more than 0.05 for only 2 out of 79 site-years and for 11 out of 85 site-years in GRA. In fact, 30-minute calibration resulted in a decrease of more than 0.05 points in $R^2$ for 37 site-years out of 79, and in 34 out of 85 site-years, in DBF and GRA, respectively.

At inter-annual time scales there was a noticeable improvement in the correlation between model and tower anomalies when the model was calibrated at 30-minute time steps. The agreement between predicted and tower anomalies improved by more than 0.05 points for 24 (35%) and 20 site-years (25%) in DBF in GRA, respectively (Fig. 4, bottom row). However, $R^2$ also decreased by more than 0.05 for 11 (15%) and 10 (12%) site-years.

3.2.2. Separation of direct and diffuse radiation

We had data for the direct and diffuse component for 11 and 26 site-years in DBF and GRA, respectively. We re-calibrated the VPRM model at 30-minute resolution accounting for direct and diffuse PAR separately as below.

$$GPP_t = tscale_t \times pscale_t \times wscale_t \times ev_t$$

$$= \left( \frac{e_{direct}}{1 + \frac{\text{directPAR}}{h_{direct}}} + \frac{e_{diffuse}}{1 + \frac{\text{diffusePAR}}{h_{diffuse}}} \right)$$

Here, $e_{direct}$ and $h_{direct}$ are the maximum light use efficiency and half saturation point, respectively, for direct PAR, and $e_{diffuse}$ and $h_{diffuse}$ are the corresponding parameters for diffuse PAR (see Figure 1 in Mahadevan et al. (2008) for the meaning of the remaining terms). Thus, here, there were four tunable parameters. As described earlier, we first identified the realistic range of each of the four parameters, randomly sampled the parameter space, and used the trust region algorithm to find the optimum value of the parameter vector. We also used alternative optimization methods and confirmed that there was no significant difference in final parameters selected by different methods.

Accounting for direct and diffuse PAR did not have an overall positive impact in both intra- and inter-annual analysis in DBF (Fig. 5). In GRA the agreement between modeled and tower-derived data showed both improvement and deterioration. In intra-annual analysis, correlation improved for nearly 40% of the sites but also decreased for nearly an equal number of sites. In the inter-annual analysis agreement improved for 18 site-years, but also decreased for 8 site-years.

3.2.3. Lagged effects and model calibration at 15-day time scale

To capture lagged effects within the model framework, we calibrated the model at a 15-day timescale (~2 weeks) and found that calibration at this coarser time scale resulted in improved performance at 17 out of 79 (21%) in DBF and in 33 out of 85 (39%) site-years in GRA (Fig. 6). At the remaining sites, $R^2$ values were the same for both daily and 15-day calibration. Thus, correlation either improved or remained same in both DBF and GRA. In inter-annual analysis correlation between tower and model anomalies increased for 22 out of 70 (31%) in DBF and 28 out of 81 (34%) site-years in GRA (Fig. 6). However, $R^2$ values also decreased for 14 site-years in DBF and 5 in GRA in inter-annual analysis.

3.2.4. Better representation of soil moisture dynamics

We used tower evaporative fraction (EF) instead of LSWI to capture soil moisture controls on stomatal function (Yuan et al., 2007). We calculated EF as LE/(LE+H+G), where LE, H, and G are the latent heat, sensible heat, and ground heat flux, respectively (Brutsaert and Chen, 1996). Note that tower data includes the independent measurement of surface net radiation, but because of the energy balance closure issue (e.g., Barr et al., 2006) we chose to estimate total surface net radiation as a sum of the three fluxes. To minimize the effect of seasonal variability in leaf area, we normalized evaporative fraction with EVI, and used the resulting fraction to calculate the moisture control scalar ($w_{scale}$ in Eq. (5)) in the VPRM model. The moisture control scalar ranges between 0 and 1 and was calculated as $(1 + nEF)/(1 + nEF_{max})$, where nEF is the normalized EF, and nEF$_{max}$ is the seasonal maximum of normalized EF for each site year.

Inclusion of EF had mixed effects on model performance (Fig. 7). In intra-annual analysis correlation between daily model and tower-derived GPP increased for 13 (16%), remained the same for 57 (72%), and decreased for 9 (12%) site-years in DBF. In GRA, the correlation increased for 39 (47%), remained same in 28 (34%), and decreased in 15 (19%) site-years. Thus, the positive effect of including EF was stronger in GRA than DBF.

In inter-annual analysis correlation between modeled and tower anomalies increased for 16 (22%), remained same for 27 (39%), and decreased for 27 (39%) site years in DBF (Fig. 6). In GRA $R^2$
increased for 26 (33%), remained same for 19 (24%), and decreased for 33 (43%) site years.

3.2.5. Spatial variation in parameters
To assess whether geographic variation in model parameters influences model results, we allowed model parameters to vary from site-to-site (but not from year-to-year for the same site), and calibrated the VPRM model at every site. For a site with \(n\) site-years of data, we successively used \(n - 1\) years of data for calibration and employed the calibrated parameters to predict GPP at the left-out \(n\)th site year. Results from this analysis showed that allowing model parameters to vary over space (site-to-site) did not improve \(R^2\) in GRA or DBF at either intra- or interannual time scales (Fig. 8).

4. Discussion
4.1. Seasonal variation in daily GPP
With the exception of EBF, mean seasonal GPP predicted by the simplest model (EVI-Linear) showed good agreement with daily
tower-derived GPP. Because the EVI-Linear model only includes green leaf phenology (via 8-day EVI), these results confirm that leaf area is the main driver of seasonal variation in GPP across deciduous biomes (Xiao et al., 2004; Xu and Baldocchi, 2004; Wohlfahrt et al., 2008; Table 1).

The performance of the two absorbed PAR-based models (PAR*FPAR and PAR*EVI) were also indistinguishable from the simplest model in most biomes. Seasonal and spatial variations in leaf area in natural ecosystems can be limited by several factors including leaf-area, light, water, and nutrients. However, the fact that EVI provided as much information about the variability in GPP as absorbed PAR suggests that seasonal variation in leaf area is optimized to capture variability in PAR. In EBF however, EVI and PAR did not show large seasonal variations, were not synchronous, and did not drive seasonal variation in GPP. Therefore, the assumption of a linear relationship between EVI and GPP is significantly weaker (Asner and Alencar, 2010) in EBF and the performance of the EVI-Linear model is anomalously poor.

The MOD17 model did not perform better than the simplest model, likely because of errors and uncertainty in the coarse resolution meteorological forcing data used by the algorithm (Heinsch et al., 2006; also see discussion below).

Fig. 6. $R^2$ between daily modeled and tower-derived GPP for the VPRM model calibrated at daily (VPRM-daily) and 15-day (VPRM-15days) time scale in intra- and inter-annual analysis. DBF and GRA are deciduous broadleaf forest and grasslands, respectively. Shaded bar shows 1:1 line with ±0.05 units. Green circles show site-years with better $R^2$, black circles depict site-years with no improvement, and red circles mark site-years that registered a decline in performance relative to the original VPRM model calibrated at daily time scale. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 7. $R^2$ between daily modeled and tower-derived GPP for the VPRM model calibrated at daily time scale with MODIS derived land surface water index (LSWI) and evaporative fraction (VPRM-EF) to capture the effect of soil moisture availability in intra- and inter-annual analysis. DBF and GRA are deciduous broadleaf forest and grasslands, respectively. Shaded bar shows 1:1 line with ±0.05 units. Green circles show site-years with better $R^2$, black circles depict site-years with no improvement, and red circles mark site-years that registered a decline in performance relative to the original VPRM model calibrated at daily time scale. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
In EBF and CRO, the more complex models did not perform better than the null model. In deep-rooted EBF, VPD can be a poor indicator of moisture availability and does not provide accurate information about stomatal behavior. On the other hand, in CRO, management practices, which are not included in the models here, play a more important role than VPD or temperature fluctuations in influencing GPP.

The TG, MOD17-Tower, VPRM, and neural network models, showed significantly better performance than the EVI-Linear model in the remaining four biomes. The TG model, despite its relatively simple formulation, displayed comparable performance as the other three models (The MOD17-Tower, VPRM, and neural network model). Seasonal GPP predicted by the four models agreed better with tower-derived GPP than the “null” model in four of the seven biomes in at least one of the two performance criteria. The TG model’s additional power relative to the “null” model was derived from including daytime land surface temperature in the model. Land surface temperature not only captures temperature driven dynamics in GPP at higher latitudes, but may also capture the effect of VPD on GPP because surface temperatures are partly controlled by moisture availability (Sims et al., 2008). Some studies have suggested that meteorological information is redundant for estimating GPP at the daily time scale (Sims et al., 2008; Jung et al., 2008). However, our results do not support this. Specifically, the fact that the more complex models perform better than the models that did not include meteorological forcing suggests that temperature and VPD provide useful information related to seasonal variation in GPP. Differences between the performance of the neural network and the other three models were small. Neural network models have been previously used in modeling and up-scaling GPP and evapotranspiration (Xiao et al., 2010). However, our results suggest that the empirical, flexible, and nonlinear structure of the neural network model did not provide significant advantage over the relatively simple models. The ability of the neural network model to predict GPP was not significantly different from the simple but physiologically based models such as the VPRM and MOD17-Tower.

Between biomes, the proportion of variance in tower-derived GPP explained by modeled GPP was not strongly dependent on the magnitude of variance in tower-derived GPP. For example, in ENF the standard deviation in daily tower-derived GPP was lower than in CRO, but the IoA between modeled and tower-derived GPP was higher in ENF than in CRO for most models.

4.2. Inter-annual variations in daily GPP

Relative to their ability to explain intra-annual variation in GPP, all the models were significantly less successful in capturing inter-annual variability and more complex models did not perform better than the simpler models. For nearly 20–25% of the total site-years, the IoA value for the MOD17-Tower and VPRM models was greater than 0.5 in GRA. However, in most of these site-years the anomalies in GPP correlated equally strongly with the anomalies in the simplest model, suggesting that inter-annual variations in GPP were mainly caused by changes in leaf-area. The ability of the models to capture inter-annual variations was inconsistent across years in GRA. Thus, the models successfully captured anomalies in one year but failed to do so in other years at the same site.

4.3. Improving the performance of “big-leaf” models

We noticed a significant difference in the potential of the five mechanisms in improving model performance in GRA and DBF. Allowing model parameters to vary from site to site did not improve agreement between modeled and tower-derived GPP in either biome in both intra- and inter-annual analyses. We also compared Akaike Information Criterion (AIC) and found that AIC did not exhibit significant difference in model performance between the site- and biome-level calibration. Unlike some studies (Horn and Schulz, 2011; Madani et al., 2014) our results did not support the hypothesis that site-to-site variation in maximum light use efficiency is an important source of intra- or inter-annual variation in daily GPP. Using data from 168 FLUXNET sites Yuan et al.
(2014b) showed that biome specific parameters are not required in LUE models. Although we used biome-specific parameters as suggested by the developers of each model, our results together with the results from Yuan et al. (2014b) might suggest that within the errors and uncertainties in input data, spatial variability in parameters does not significantly affect the accuracy of predicted GPP.

Results from our analysis of the remaining four hypotheses were more nuanced. Calibration at the 30-minute time scale did not lead to overall improvement in intra-annual analysis. However, it did result in better agreement for a number of site-years in both GRA and DBF in inter-annual analysis. Similarly, accounting for direct and diffuse radiation showed improvement at a number of sites in inter-annual analyses, but not in intra-annual analyses. Empirical studies have shown that maximum light use efficiencies for direct and diffuse PAR are different (Gu et al., 2002) and formalizing this reality in model structure is considered important to capture variation in GPP (McCallum et al., 2009). However, it appears that this difference does not have a significant impact on model performance in the context of “big-leaf” models in intra-annual analyses. Seasonal (intra-annual) variation in daily GPP is strongly controlled by variation in daily PAR, EVI, and temperature and sub-daily variation does not provide extra information. However, once the mean seasonal cycle is removed (i.e. for anomalies) the effect of sub-daily fluctuations in meteorological variables on photosynthesis becomes more important. Thirty-minute measurements provide important information, but they also have significantly higher levels of noise relative to daily values. Thus, there is a tradeoff between additional information and larger proportions of noise. Sites where sub-daily fluctuations in meteorological forcing are relatively large and frequent are likely to have higher signal to noise ratio and greater non-linearity in photosynthetic response to environmental conditions. Hence, higher-frequency inputs are likely to be more important in locations where meteorological forcing tends to be more variable at short time scales.

A number of studies have reported poor performance of models in capturing inter-annual variations in GPP (Jung et al., 2008; Keenan et al., 2012; Verma et al., 2014). Similarly, poor correlation between environmental drivers and interannual variation in GPP has been reported in site-level studies (Wohlfahrt et al., 2008). As discussed in Section 4.2 above, we also noted the poor performance of the models in capturing inter-annual variation. However, we noticed a perceptible improvement in model performance in inter-annual analysis for the model calibrated at the 15-day time scale. This result points to both the importance of lagged effect and reduction of noise in input data at longer time scales.

Including EF resulted in significant improvement in predictions for a number of site-years, but it also decreased the quality of model predictions for many other site-years. Thus, overall at biome level the improvement in performance was negligible. AIC also showed that at biome-level the improvement was small or negligible (results not shown). Substituting LSWI with EF improved model performance for site-years where modeled anomalies correlated poorly ($R^2 < 0.4$) with tower anomalies for the VPRM-daily model in GRA. However, the site-years where VPRM-daily performed well ($R^2 > 0.4$), agreement between measured and modeled GPP from the VPRM-with-EF model decreased. Normalized EF is sensitive to errors and noise in both EF and EVI. Hence, even though EF has the potential to provide useful information regarding moisture control on GPP, our results suggest that noise in EF data limits its utility to sites where moisture constraints are significant. Currently EF, as a standard product, is not available from remote sensing data. However, it can be derived at the satellite overpass time following methods suggested in different studies. Instantaneous net-radiation from MODIS can be estimated following Bisht and Bras (2011) and Bisht et al. (2005). Similarly, ET at the satellite overpass time can be estimated from remotely sensed data using simple formulations based on Priestley-Taylor (e.g. Fisher et al., 2008) or Penman-Monteith (such as Mu et al., 2011). Instantaneous EF at the satellite overpass time can then be calculated from the instantaneous ET and net-radiation. Because EF remains nearly constant over the course of a day, it can be safely assumed that daily EF is same as the instantaneous EF (Brutsaert and Chen, 1996).

Among the five additional mechanisms that we considered here, it appears that accurately modeling the soil moisture availability is likely to improve model performance at both intra- and inter-annual time scales. However, our analyses also suggest that the level of improvement in model performance was moderate to small especially at biome level. In intra-annual analyses few sites showed large improvement (>0.10 in $R^2$). In inter-annual analysis some site-years did show large improvement (>0.10 in $R^2$, e.g. Figs. 5 and 7), but this was also accompanied by decrease in agreement at other sites. We conducted our analyses using high-quality tower data. Global models often use coarse resolution data with larger errors and uncertainty. Considering the uncertainty and error in tower-derived GPP and estimated parameters, and the moderate or no improvement at a large number of sites the likelihood of getting significant improvement in global models with any of the five modifications discussed here is not likely to be very high.

5. Conclusion

We compared seasonal GPP predicted from 11 remote sensing-based models with tower-derived GPP to assess the biome-specific relative performance of each model. The selected models are based on different approaches, formalize a variety of hypotheses about processes that control seasonal GPP, and cover a spectrum of model complexity. We then analyzed the potential of five different mechanisms that have been identified in the literature, but which are not represented in any of the models, for improving model predictions of GPP at intra- and inter-annual time scales.

Remote-sensing based models were more successful in capturing intra- than inter-annual variation in seasonal GPP in every biome. More complex models performed better than the null model in capturing intra-annual variations in daily GPP, but the difference between the null model and other models was insignificant at inter-annual time scales.

Inclusion of some mechanisms such as better representation of soil moisture improved agreement between modeled and tower-derived data. However, we also noticed negative or no improvement at a large number of sites. We cannot rule out the effects of noise and uncertainty in both the data and model parameters, which can distort correlations between modeled and tower-derived GPP. However, weak correlations in many site-years, especially at inter-annual time scale, also points to the possibility that “big-leaf” representations have incomplete formalization of the biotic and abiotic factors that control GPP and do not appropriately capture scaled-up leaf-level processes or biotic variability. Inter-annual variations arise because of complex interactions between ecosystem and environmental changes, and also have significantly smaller magnitudes than intra-annual variations. Better understanding regarding how leaf level processes scale up to ecosystem level and the relative importance of biotic and abiotic factors on variation in GPP in different ecosystems are required to improve currently available models.
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